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ABSTRACT

The objective of this paper is to demonstrate a methodology whereby reductions of
greenhouse gas emissions can be allocated on a regional level with minimal deviation
from the “business as usual emission scenario”. The methodology developed employs
a two stage optimization process utilizing techniques of mathematical programming.
The stage one process solves a world emission reduction problem producing an optimal
emission reduction strategy for the world by maximizing an economic utility function.
Stage two addresses a regional emission reduction allocation problem via the solution
of an auxiliary optimization problem minimizing disruption from the above business
as usual emission strategies. Our analysis demonstrates that optimal CO; emission
reduction strategies are very sensitive to the targets placed on CO, concentrations,
in every region of the world. [t is hoped that the optimization analysis will help
decision-makers narrow their debate to realistic environmental targets.

1 INTRODUCTION

At first sight, it might appear that global environmental problems such as the green-
house effect have no relation to the subject of mathematical programming. However,
the widely anticipated international agreements on reductions of emissions of green-
house gases’ will involve complex tradeoffs among signatories of such agreements.
These tradeoffs will, for the most part, be between industrialized countries ~ countries
that contribute most to the current greenhouse problem - and developing countries

'For example agreements made at the Montreal and Rio conferences
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aspiring to the standard of living of the industrialized world which in turn seems to
demand commensurate levels of energy generation.

Not all countries have contributed equally nor will they be affected equally by the
anticipated climatic changes caused by the increasing concentrations of greenhouse
gases in the atmosphere. Furthermore, not all countries w
to climatic changes if and when they occur,
economic costs associated with reducing greenh
all countries will want to reduce atmospheric
way of internationally agreed upon emission reduction strategies. For instance, some
countries may be worse off, by participating in such agreements and will therefore
attempt not to cooperate. Countries that are better off under such agreements may
also prefer not to participate as it may be potentially more profitable for them to
behave as a free rider?. Nonetheless, international agreements on the so-called carbon

tazes form the core of the most Trequently discussed response strategies to th
of the enhanced greenhouse effect.

ill be equally able to adapt
nor will they be able to absorb the
ouse gas emissions. Consequently, not
concentrations of greenhouse gases by

e threat

In this paper we adopt the point of view that these agreements can,

and perhaps.
should. be regarded as a two-stage optimization proble

m of the generic form:

Stage 1. Find U, a world CO, emission strategy, that

maximizes C(U)

s.t.
@) e.(U)=0 ig1 — economic dynamics
() p(U)y=0 jeJ = climate dynamics
(i) g(U)=0 kehn - environmental targets constraints

where C(U) is a world economic utility function.

Once an optimal U is obtained
from above:

Stage 2. Find u,, a regional CO; emission strategy (for each world region r) that

minimizes D(uy, ug,. .., u,)

(1) Zr u, = U° -

s.t.

consistency with international

agreements
.. A ) . .
(i) meu? <u, < Meu?, —  practical constraints on
where r =1,2,... 5. emission reductions

2A free rider is defined to be someone

that benefits because of certain actions without
assuming any of the responsibility or costs

involved in achieving such actions.
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the entire world, subject to climate dynamics, economic dynamics and environmental

target constraints. Stage one yields an “optimal” world emission reduction strategy,
which we denote by U%(.).

The solution to stage two regional emission reduction allocation problem is based on
an auxiliary optimization problem in the form of minimizing disruption from business
as usual strategy (Section 2) subject to being consistent with U°(.), and regional
practical constraints (Figure 2).

Remark: In principle, it should be possible to combine the two stages into a single
optimization problem in the regional decision variables. Because of several technical
reasons (including the availability of data), this would be more difficult. In addition.
the two stage approach seems to correspond more closely to the manner in which
carbon taxes are likely to be brought about. Namely, internationally negotiated
emission reduction targets will induce optimization problems at lower levels.

2 EMISSION SCENARIOS

In the greenhouse modelling community emission scenarios for greenhouse gases such
as carbon dioxide (CQ,), methane (C'Hy), nitrous oxide (N20) and the chlorofluo-
rocarbons (CFCs) form the core of environmental debate. In 1990, the IPCC put
forward a set of four environmental emission scenarios based on consistent assump-
tions for each of the greenhouse trace gases. The scenarios were meant to encompass
possible global, socio-economic development factors in order to illustrate the impact
of different future pathways on the greenhouse effect. The scenarios put forward
were the business as usual (or unrestricted trends), reduced trends, changed trends

and forced trends (or accelerated policies scenario), details of which are described in
IPCC, (1991, 1992).

However scenarios are not firm predictions of the future and should not be used
as such. This becomes increasingly true as the time horizon increases, because the
basis for the underlying assumptions becomes increasingly speculative. There are
considerable uncertainties surrounding the evolution of the types and levels of human
activities (including economic growth and structure), technological advances, and
human responses to possible environmental, economic and institutional constraints.

3 BACKGROUND

There are several recent Optimization Models investigating climate change and eco-
nomic activity (Nordhaus, 1992, 1993, 1994 and Tahvonen et. al., 1993). These

ivi ts and
Figure 2 Iterative process for arriving at mutually acceptable targets
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4 STAGE ONE: WORLD EMISSION

REDUCTION PROBLEM

The time period under consideration is 1990 — 2100. Following Nordhaus (1994) we
assume that the levels of decision variables change linearly over fixed time intervals
of ten years. That is, we first impose a coarse time discretization of eleven intervals
[to, tl}, [tl y tz], ey [t;o, h]], where to = 1990, ... o = 3090. and ti = 27100,

In stage one we pose the following world emission reduction optimization problem with
decision variables z(t) = (z1(t), z2(1)), where z1(t) defines the rate of CO; emission
reductions at time t and z2(t) defines rate of investment in tangible capital at time t.

max f(z) (1.1)
5.1
B, (2) < pC O t = 1990, 2010, ... 2100
0<z2<1

where f(z) defines a world economic utility function (Appendix B). &.{z) define
environmental target constraints at which we fix the limits on atmospheric CO2 con-
centration, pCQ;. In the above,

7 = {z(t)|t = 1990, 2000, ...,2100}.

Stage one is solved utilizing the penalty method and the Powell direction set method
(Press et. al., 1988 and Brent, 1973). The penalty method transforms the con-
strained problem to an unconstrained one by substituting a penalty function for the
constraints. The idea is to penalize constraint violations by adding a penalty function
to the objective in such a way that the solutions to the resulting sequence of uncon-
strained problems tend to a constrained maximum (Luenberger, 1984). For instance,
violations of the constraints on CO» concentrations are penalized by a function of the

form:

-
0y max {0,(bx(z) — pCO2)}.

k=1

—_
—_
te

—_
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5 STAGE TWO: REGIONAL EMISSION
REDUCTION ALLOCATION PROBLEM

Regional allocations will be made on a four region basis: OECD, former USSR and
Eastern Europe, China and centrally planned Asia, and the rest of the world (RoW).
The 145 countries embodied in these regions are those with a population of at least
one million or a GDP of at least US S1 bn (Economist, 1990). A list of countries
contained within each region is given in Appendix C. We base our solution to the
allocation problem on the solution of an auxiliary optimization problem in the form of
minimizing disruption due to emission reductions subject to these emission reductions
being consistent with the emission reduction strategy U°(-) found in stage one, and
regional practical constraints. The results from the stage one problem need to be

decomposed into regional values ur(t). Initially we propose the following stage two
optimization problem which will vield a global minimum:

min Z Z wr(u (1) = up(1))?

s.t.

T i e (1.3)

r

(i) meu <ur < Meuld  Vrd

where (ii) consists of .“practical” constraints suc
least m,%, but no more than M. %" of its business as usual scenario emissions. We
define w, to be the weight associated with region r, and uf(¢) to be the regional emis-
sions due to the IPCC business as usual scenario in year {. Note that (1.3) will be a
convex program in the decision variables tr(t) and hence a global minimum should be
computable. The interpretation of (1.3) is that it will provide“minimum disturbance”
emissions for each region, subject to the total being the “optimal’ emissions from
stage one. Weights on time periods are also possible. Because of the availability of
data the decision times in the stage two problem will be taken at ten year intervals.

h as: permitting a region to emit at

If ur(t)’s are supplied as solutions of (1.3) and if there is an international agreement
on the decomposition then for each ¢ = 1990, 2000, .. .,2100

U= u(t) (1.4)

r

51t is possibly that M, could be more than 100

% and thus allowing region r's CO,
emussions to exceed that of the business as usual scen

ario.

1 t is no
where r denotes the regions. If an agreemen
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t met, targets will be revised (this

may lllClude Tevising the values [01 ﬂlr(t) alld A’!r(t)) and the Optlmlzer re-executed.

: . 9).
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he conslramed pf.l-
h tr ned m"llmlzatlon Of stage two was petfolmed using t )
I e constral

i thodology
i {ATLAB, 1992). The solution me :
£ A ithin MATLAB 4.2 (MA B, A : oot
mli)amocxl1 tooﬁ\oxs:llutilon of the Kuhn-Tucker (KT) equauonsé w:\::\g a:consuained
b e imality f convex program. By
i iti for optimality for a e

wil fulflﬁaetm 502‘:}'1:3“;3 guarantee superlinear convergfence Ey aci:u;tha;ref ot
ol et i KT equations. This information 3 y

| . b e G Fletcher, 1980
g mfo'rma":n l-eug dating procedure utilizing the BF.‘GS4metfho:led( P
3 quasn-ﬁ!; c;KSI)9”!)) Consequently, the method applied is refer - s

" . b Zaly, 3

af“? MA’Z,-atic'Programming (SQP) (Fletch'er, 1980 an(tl S]:l ;:uddos‘ L
5 Q"; sive overview of global optimization see Hors
comprehen

6 OMEGA FORMULATION

e is the fact that the complexity of Lh; undert'iyn‘r;lgl
5 it is i i ive the constral

: d economic dynamics is such that it is 1mpracncal‘ to dteiixevlc‘a/ el
Chma'te e B licitly. However. they can be evaluated iterat Bl Lt
s Q‘E'Z) :xop} IMAGE 1.0 and DICE (see below). Thle c?ntmu

ion : . ' i

fefri;:elli?xaGE 1.0 dynamical system (Appendix A) takes the
0 ;

A major difficulty to be overco

1.5)
x(t) = F(x(1)) +u(t) x(1990) = Xo (
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x(t + 1) = x(t) = F(x(t)) + u(t), (
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Figure 4 Coupling of IMAGE 1.0 and DICF,
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Hence starting at ¢t = 1990 the environmental constraint

£13(1990) < pCO2 (1.8)

can be expressed as

Pr930(21(0), 52(0)) = 351 (1.9)

since CO» concentration in 1890 is known to be approximately 351 ppm (parts per
million). Now by iterating {1.6) and {1.7). at an intermediate time such as t = 1996.

the environmental contraint in {8} can be expressed as

D etz (0. 2151, 22(0), ..., 2205)) < pCOL, (1.10%

and so on for higher values of i.

Since (1.6) involves a system of 155 nonlinear equations it should be clear that it would
be pointless to try to derive an analytical form of the constraints ®:(z) < pCO2 for
large values of t. However, in a numerical implementation of the Powell direction
set method (Press et. al., 1988), only function evaluations are needed. I[mplicitly,
at each function evaluation the dynamical system (1.5) is solved via a fourth order
Runga-Kutta-Fehlberg error control algorithm (Burden and Faires, 1989). The error
control theory associated with this algorithm requires roughly double the number
of function evaluations per step as methods without the error control. This was
considered acceptable due to the complexity of the model.

7 RESULTS

7.1 Stage One

The stage one optimization problem was solved using the business as usual scenario
as a benchmark and the environmental target constraint given in (1.1) set to an
atmospheric CO2 concentrations (pCO3) of 400 and 500 ppm® (part per million),

8 Under the business as usual scenario the concentration of atmospheric CO; is estimated
to reach approximately 630 ppm by the year 2100.
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respective!y. Of course, any pCO3; level can %)e applied, howeve-r, 400 and 500. ppm Table 1 Performance Summary
were considered as targets for the more environmentally conscious IPCC emission
scenarios. For each of these CO; concentrations, stage one finds a world emission e

. - 0 n - = ; TR, /ﬁe;'mion
reduction strategies U”(t) satisfying the restriction on CO; while also maximizing
economic utility.

— " ,CO, = 400 ppm'—pC_O—.;_O:-“sgi;)’)O‘i_sp{pEA
—ation]  335625.1728 337089.32
Dbjective value (at termination} g e

Levels of atmospheric COz concentration for each of the environmental targets are!

shown in Figure 5. Figure 6 gives levels of world CO, emissions that must not! Table 2 Decision Variable
be exceeded in order to achieve the environmental target on pCO;. Notice that in
Figure 6 the pCO, decreases slightly from the'year 2080 and then increases from
2090 to the year 2100. This fluctuation is understandable in that CO; concentration

e
__Ra?of Investment (z2(1))

e B
e e S (e (1)
Tate of Emission Reductions [=181)

pCO2_____ __—_EW/;JCO;M);__;
[ A 500 ppm __
levels after 2100 are not considered at all and thus can potentially rise to values well 'Tm_elgm)ﬂ—ppm __L’“%;%—————"‘a'g_wﬁ;_ 0.211296
in excess of the environmental target. Consequently, to maximize economic utility 1990 — 2000 0.082766 0'11133{ 0.208027 0.203764
during this period the optimization process increases CO, emissions sufficiently so 2000 - 2010 0.213098 0_14;6;0 0.222628 0_222‘255
that the environmental target constraint is still satisfied at 2100, however, it may not 2010 - 2020  0.341076 01223;; 0.205901 0.205571
be satisfied immediately after 2100, see also Table 2. 2020 - 2030  0.347524 0.2 0.202218 0.201942
2030 - 2040  0.793267 0.086695 Nl 0.203579

Such an anomaly is inevitable when optimizing over a finite time horizon. The opti- ;_040 - 2050 0.755135 Oi?);;(())?si 0.201339 0.200564
mization problem does not know that the world does not end in the year 2100. One 2050 - 2060 0.825315 0.:864'; 0.198084 0.194093
way to ensure the optimization procedure produces environmentally realistic emission 2060 — 2070 0.621097 O.Dq 020 0.213474 0.209268
strategies up to the year 2100 that will not cause excessive rises to occur immediately 2070 — 2080 0.756344 0.%_;745 0.189750 0,18589‘-3
following 2100 is to increase the time frame of the optimization to, say, 2110 or 2120. 2080 — 2090 0.873571 0-'101’_3 0.000249 _u()l_'llﬂ_‘:!_t______
Hence, when considering environmental policy issues from the optimization presented 2090 — 2100 0.559499 _E_L—'———/"-
here one should only use values up to the year 2080. Table 1 gives the stage one e

optimization performance figures for each of the environmental targets.
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Figure 7 OECD (Organization for Economic Co-operation and Develop-
ment)
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7.2 Si;age Two

The environmental emission strategies obtained in stage one provide valuable informa-
tion for reducing world atmospheric CO2 concentrations, however, even if the entire
world cooperates in reducing CO; emissions it is unclear by what degree each world
region or country must decrease their emissions to achieve the target. Stage two at-
tempts to provide a mechanism for optimal allocation of the maximum allowable CO,
emission levels to achieve the stage one environmental constraint on the four world
regions (Appendix C). Again using the individual regional business as usual scenarios
we can find regional emission levels to satisfy the environmental target while also min-
imizing the disruption from these benchmark scenarios. The fluctuations around the

year 2090 are also visible in stage two, since stage two uses stage one CO> emission
levels.

For the above experiments the upper limit on the practical constraint (ii) of the
formulation in (1.3) was set at M. = 1, for the business as usual (BaU) scenario.
Thus no region was allowed to emit levels of CO, above their business as usual
scenario. The lower limit m, was set to the highest value below A, that provided
a feasible solution. Consequently, the solution will provide the minimum disruption
from the business as usual scenario for each region and satisfying the environmental

target conditions. The regions 'were all given equal importance, thus regional weights
wn="1for T =12, 345

*

Emission (310)
2

NGE
F CLIMATE CHA
J. A. FILAR, P.S. GAERTNER AND M. A, JANSSEy  THE PROBLEM g

Figure 8 USSR and Eastern Europe
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Figure 10 Rest of the World
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APPENDIX A

THE PROBLEM OF CLIMATE CHANGE

IMAGE 1.0 FORMULATION

The mathematical repr
1994) takes the form:

d

esentation of IMAGE 1.0

(Braddock et. al.. 1994 and Zapert.

a—tx(i) = F(x(t))+u(l) (Al)
x(to) = Xo

), to = 1990 is the initial simulation time, x(t) € R 1s

ence term,

where the time t € 1990, 2100
a vector of state variables, u(t)

and F(x(1)): 1A

as a function of time is a trajectory

In representing the system components, th
llowing variable groups.

partitioned into the fo

where

x“) = (I],...,212) € an

X(z) = (1213) R

x(3) = (114, i@ ,1252) (= §R49
X“) = (Iss,. ..,Ieg) e ?R’

x(“’) = (I'm,. . .,Igl) c §RQ2

*x(®) = (z92,- - ,T140) € R*°
x = (zin) €N
x® = (z142,...,T155) € R

€ R'°® is the forcing term or human interfer

. R155 describes the climate system

processes. The solution x({t)
of equation (A.1).

e state vector x = x(t) € RI® at time t, is

S [x(”,x“’,x‘“,x(”,x‘“,x“”,x(”,x“"]

ocean carbon module representing the amount of carbon in

the twelve ocean layers.

concentration of carbon dio
amount of carbon in the sev
areas of the seven ecosystems of thel

er rates.
9 layer ocean mod

<ide in the atmosphere.
en levels of the seven ecosystems.
and use module.

ecosystem area transf
temperature change of the 4
temperature change of the mixed ocean - atmospheric layer.
greenhouse gases, L1421 %151, I152,%153, and T154 represem
concentrations of CFCs, CO, CH,, and N-,O, respectively.
I1ss, represents OH production radicals.

ule w.r.t. 1990.
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The forcing term u(?) is a 155-vector partitioned according to the state vector par-
titioning and represents the human in

terference in the system (A.1). The nonzero
components of u(t) are associated with blocks 2 2(3) and £(® Therefore

u=[0.u®,0,0u®,o, 0,u®]
where

u'? = (u1z € R emission of carbon dioxide from

amhropogenic sources.
5 22
u® = (ur0,...,ug,) € R

€cosystem transfer rates, the amount of land per vear

allocated from one ecosystem to another.
(D=
u =

vz - 5 u1ss) € R other than carbon dioxide greenhouse gas emissions.

Implicitly, the forcing term u(t) includes the given scenario’s future
fossil fuel combustion, deforest

ation. and the technolo
1990-2100 (Braddock. et. al., 1994, and Zapert, 1994).

population growth,
gy development in the period

APPENDIX B

DICE FORMULATION

Primarily an economic optimization model with highly simplified climate dynam-
ics DICE (Nordhaus, 1992, 1993 and 1994), calculates optimal trajectories for both
capital accumulation and greenhouse gas emission reductions by maximizing a dis-
counted value of “utility” or satisfaction from consumption subject to economic and
geophysical constraints.

The subset of the equations of DICE that is used in our
implementation is described below. The criterion to be maximized is:

2100

fa®z®)= 3 L) (e(1))(1 + p)t1990-9) (B.1)
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subject to

{ 3 s —']
(1= =(QU) (L= =) [ L=blal™ o ppay | (B2)
()= Ty R TR

(1)}

I(t) R ki fa(t‘)=(1+5A(t))A(t—l) (B.3)
5a(t) = 8alt = (1 = Ca)  (BA)
L(t) = (1 + 80 Lt = 1) (B3)
6p(t)=6p(t—1)(l—cp) (B.6)
aft) = (1 - ba(t)a(t=1) (BT)
Ea(t)=6a(t——1)(1"c(°; Eg?}

(1) = (1 — 65 ) K (t— 1)+ z2(8)Q(¢ :
Sk (lul:i(&:;)——‘ ((1 - z1(1))e(1)Q(1) (B.10)
T(i)zu(x(t)) (B'll)

where

Q) = ‘—”—"H‘—((%:;))—:A(z)h'(t)w(t)‘-r
1 +8:011

1.7 ))
ol i ted into NIEGA (seft (
Ihe economic dynamics com onent from DICE mcorpo¥a (@] ( . )
consists Of equanons B 3)— (Bg) Of course, the Ob_]eCthe function 1n Stage lis B l ]
((B -) All the remaimng vanables are supphed by I]\[AGE 1.0
Wlth C(t) lepla.ced by vZ).

i ation
Temperature transformation equ

° layer
the mired ocean
] tion is used to transform the temperature tl)fmd required by DICE
o fonowmgli?u:\zlg 1.0 to the surface temperature above
z1a(t) from [ '

(Janssen, 1995):

f-REM) =k zalt) (B.12]
T ="—"7 73Xk

Decision Variables

1 tlle ate ol emissio eductions o reenhouse emissions
{ ssion reduction fg
Z]( ) r m
Z (t) the rate Of investment 1n Lallglble Caplta-l
2
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Variables

c(t) flow of consumption per capita at time ¢

L(?) level of population at time 1. .

bp rate of population growth at time ¢.

f;, rate of decline in population growth.

pure rate of social ti =

A(t) level of technology ;:.n:i:zet:-rence R e
ba rate of growth of total productivity at time ¢

(,:1 rate of decline in productivity growth. :

K (t) capital at time ¢. .

Sx rate of depreciation of the capital stock, 10% per annum
¥ elasticity of output with respect to capital taken as 0 "5-
a(t) rate of decarbonization at time ? SN
§4(2) rate of growth of o at time t. .

Ca rate of decline in §,.

8,,862 scale and nonlinearity in the damage function

;i(,tl;z _scale and nonlinearity in the.cost function. '

Increase in the avera i

i fraction of the worldg:o::::zzelr)il;l;sdmzﬂ(;e;tmosphere R T
RF(t) total change in radiative forciné at time t.. .

k heat transfer between land and oceans

z141(t) temperature of the mixed ocean layer ;Lt time ¢

A climate sensitivity factor. .

u13(t)  emissions of greenhouse gases at time ¢

Q(1) gross world product at time . .
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COUNTRIES CONTAINED WITHIN EACH
OF THE FOUR REGIONS

OECD (Organization for Economic Co-operation and Development)

Th 2 - i
Sonel:ér:ea:re ‘:4 qu m_ember countries of the OECD, former Yugoslavia, though havi
il ris:oc::tu;n with some OE(_]D activities, is not included. The O'ECD egssen?'vallr;g
prises the developed industrial nations operating a market economy. Most oi} thy
1 e

24 OE i i L = g
CD countries are in the World Bank’s high income group, the exceptions bein
, h
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Greece, Portugal and Turkey, which are classed as middle-income. OECD countries

are as follows:

Australia Austria  Belgium  Canada Denmark
Finland France Germany Greece Iceland
Ireland Italy Japan Luxembourg Netherlands
New Zealand Norway Portugal  Spain Sweden
Switzerland Turkey U.K. U.S.A.

Former USSR & Eastern Europe

The former USSR and all Eastern European countries which have, or had prior to"
1990, communist regimes and directed or planned economies. All of these countries
are qualified as middle income economies and are as follows:

Albania Bulgaria  Czechoslovakia ~Hungary
Poland . Romania USSR Yugoslavia

China & Centrally Planned Asia

These countries are largely low income countries with directed or planned economies.

1wcluded since its economic and social characteristics are still largely de-

Burma is ir
ion is dominated by China.

termined by its past centrally directed economy. The reg

Burma Cambodia China North Korea
Laos Mongolia Vietnam

Rest of the World

The rest of the world region takes includes the Asia Pacific, South Asia, Africa, Latin
America and the Carribbean. The Asia Pacific countries included are all market
economies. Most of which are middle income except for Brunei, Hong Kong and Sin-
gapore which are high income countries. Indonesia is classed as a borderline between
low and middle income. South Asian countries include in Indian sub-continent and
adjacent countries. All members are classified as having low income economies. The
African region contained low, middle and a few high income economies. Cyprus and
Malta are include here. The majority of countries in the Latin America and Car-
ribbean groups rank as middle income. However, Haiti and Guyana are low income,
and the Bahamas and Bermuda are high-income.
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Asia Pacific
Brunei

South Korea
Philippines

South Asia
Afghanistan
Nepal

Africa
Algeria
Botswana
CAR
Cyprus
Ghana
Israel
Lebanon
Madagascar
Mauritania
Nambia
Qatar
Sierra Leone
Syria

CAE

Zaire

Latin A. / Carib
Argentina

Bolivia

Costa Rica

El Salvador
Honduras
Nicaragua

Puerto Rico

J.A.FILAR,P. s. GAERTNER AND M. A, JANSSEN

Fiji
Macao
Singapore _

Bangladesh
Pakistan

Angloa
Burkina Faso
Chad
Egypt
Guinca
Jordan
Lesotho
Malawi-
Mauritus
Niger
Rwanda
Somalia
Tanzania
liganda
Zambia

Bahamas
Brazil

Cuba
Guatemala
Jamaica
Panama
Trinidad & Tob

Acknowledgements

Hong Kong
Malaysia
Taiwan

Bhutan
Sri Lanka

Bahrain
Burundi
Congo
Ethiopia
Iran

Kenva
Liberia

Mali
Morocco
Nigeria
Saudi Arabia
South Africa
'R)go

North Yemen
Zimbabwe

Barbados

Chile
Dominican Rep
Guyana

Mexico
Paraguay
Uruguay

Indonesia
Papua NG
Thailand

India

Benin
Cameroon
Cote d'lvoire
CGabon

Iraq

Kuwait

Libva

Malta
Mozambique
Oman
Senegal
Sudan
Tunisia
South Yemen

Bermuda
Colombia
Ecuador
Haiti

Neth Antilles
Peru
Venezuela
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